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vantage of these networks is the ability to gather data at larger spatial and temporal scales and at relatively lower
cost than could be typically accomplished by a single research team. However, a challenge arising from this struc-
ture is the need to merge distributed datasets into a coherent whole. The Nutrient Network, a coordinated distrib-
uted experiment entering its tenth year of data collection, has records from over 90 sites worldwide to date. In
this paper I present lessons learned about data management from this project, focusing on such issues as stan-
dardization, storage, updates, and distribution of data within the network. I provide a relational database schema
and associated workflow that could be generalized to many distributed ecological experiments or networked
data observatories, especially those with need for taxonomic reconciliation of species occurrences. The success
of distributed data collection efforts, especially long-term networks, will be proportional to the ability to coordi-
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nate and effectively combine project datasets.
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1. Introduction

The discipline of ecology is challenged to predict consequences of
global change at scales relevant to the biosphere and society (Steffen
et al., 2015). To fulfill this in times of increasingly limited funding,
ecologists have been turning to a variety of emerging techniques, each
of which represents a variety of tradeoffs. For example, remote sensing
can provide data with truly global coverage at high frequency (Running,
2012), though without a complete understanding of the local dynamics.
Long-term research programs exemplified by the US Long-term Ecolog-
ical Research sites (Kratz et al., 2003; Peters et al., 2013) provide un-
precedented understanding of both long-term trends, as well as how
those trends might be changing, in different ecosystems. However it is
not always clear how or when the insights gleaned from long-term re-
search in one location are predictive of responses elsewhere, even in
similar habitats.

Another approach is to use meta-analysis, in which evidence from
multiple locations and studies is used to infer effects at larger spatial
and temporal scales (Hedges et al., 1999). This is a specific form of quan-
titative synthesis, or bringing together disparate data sources to test or
reveal generalities in ecological systems (Carpenter et al., 2009). Typi-
cally meta-analysis standardizes the effects observed across multiple
sites rather than standardizing the underlying data, which may have
significant methodological deviations or differing experimental treat-
ments. These differences, in turn, can limit confidence in the resulting
inference.

http://dx.doi.org/10.1016/j.ecoinf.2016.08.002
1574-9541/© 2016 Elsevier B.V. All rights reserved.

One way to strengthen analysis and inference across multiple sites is
to create a single coherent dataset, so that “apples-to-apples” compari-
sons and single statistical models can be used. Multiple approaches can
be used to construct a coherent dataset. One approach is to connect and
partially standardize data being collected similarly but independently
by researchers in a given system. This approach is exemplified by inter-
national efforts like FluxNet (Baldocchi et al., 2001), CTES-ForestGEO
(Anderson-Teixeira et al., 2015), and GLEON (Weathers et al., 2013).
In these examples standard equipment such as flux towers measuring
micrometeorological gas exchange or buoys recording water tempera-
ture and chemistry are deployed for local research at many sites, but
these data can be assembled across sites into coherent datasets due to
the similar methodologies and dimensionality of the data.

A more restrictive cross-site data aggregation framework relies on
identical methodology of data collection and experimentation to generate
a single dataset. In this way researchers from many sites contribute to an
expanding dataset but under a common structure. This can help provide
insight into local dynamics, at many places simultaneously (Fraser et al.,
2012). Such an approach is not totally new — the US Forest Service Forest
Area Inventory (FIA), for example, has been using standardized sampling
to record data on tree communities for 85 years (Bechtold, 2005). Like-
wise private efforts such as the Nature Conservancy’s Natural Heritage
Network (now under the name NatureServe') has used data gathered

1 http://www.natureserve.org/.
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in all US states and many other countries to create a standardized dataset
of rare and threatened species (Stein, 2000). Nonetheless, ecologists have
recently increasingly embraced the model of distributed data collection,
because it allows inference on a regional and global scale, while remaining
relatively cost-efficient. Data collection efforts and costs can be distribut-
ed among many researchers. While there are constraints on the type of in-
formation that can be gathered, distributed data collection and especially
distributed experimentation have significant advantages over other ap-
proaches in terms of ecological inference (Fraser et al., 2012; Borer et
al, 2014).

[ focus the rest of this paper on the details of administering and man-
aging a database derived from collaborative, distributed data collection
under a single methodology. I use experience developed as coordinator
of the Nutrient Network (“NutNet”; Borer et al., 2014), a coordinated,
distributed grassland experiment being replicated at over 90 sites
across six continents, to review current and future ecoinformatics chal-
lenges facing NutNet and other groups with existing or planned distrib-
uted experiments.

2. Challenges and solutions: NutNet as a case study

In attempting to effectively compile and manage data gathered from
a distributed ecological network, there are several general challenges.
Multiple solutions exist for each of these challenges. I illustrate the chal-
lenge and potential solution sets for the following areas:

. assembling a coherent dataset;

. standardization especially with respect to taxonomy;
. versioning data;

. incorporating new data types;

. providing data access to internal partners.

g b N =

2.1. Assembling a coherent dataset

The fundamental advance of distributed experimental networks
with respect to building a coherent dataset, is that the data are collected
with identical methodology. In the NutNet experiments, the treatments
and the data collection at each site are conducted using identical, com-
monly used field methods in grassland ecology (Borer et al., 2014). The
primary investigators at each site are responsible for ensuring adher-
ence to the protocols, and transcribing data into a standardized data
sheet (Appendix 1). The data sheet has separate tabs for each core
dataset, each formatted in “long-form” (Wickham, 2014). The core
datasets include: (a) site geographic location and descriptors (elevation,
slope, aspect, etc); (b) a site “plan” describing the block and plot layout,
and treatments applied to each plot; (¢) a table of percent aerial cover
by species observed in each plot; (d) a table of plant taxa observed in-
cluding higher taxonomy, provenance (native/introduced), lifespan,
and lifeform (if known); (e) a table of aboveground biomass by func-
tional type collected from each plot; and (f) a table of photosynthetical-
ly active radiation (PAR) intercepted above and below the canopy in
each plot (see Borer et al., 2014 for more complete methodology).
These data are collected annually, and submitted to the NutNet data co-
ordinator for incorporation into the larger database.

The basic principle used in handling the data is that original data
submissions should not be meaningfully altered. Thus any errors or con-
fusion in derived datasets can always be ultimately traced back to the
original submission (Borer et al., 2009; Campbell et al., 2013). Other
than saving the tables in the submitted datasheets as individual
comma-delimited text files, the data from each NutNet site is stored as
it was submitted. We use scripting languages (e.g. R, SQL) to act upon
the raw data, to make any needed alterations to the data to ensure the
data conform to our desired standardized format. Scripting is a key com-
ponent of building and maintaining high-quality data (Borer et al.,
2009). Any alterations between the submitted data and any final data

product are documented in the script, both as the executed lines of
the script, as well as in meta-code comments in the script.

Two main approaches can be used to take the data from each site-
year set of observations and combine them with all other sites and
years. The first dataset building approach is to use processing scripts
to build a dataset each time an analysis is to be conducted, and the sec-
ond approach is to process and store data in a separate database format.
The essential difference between the two approaches is whether the
processed and assembled datasets are assembled on-the-fly, or assem-
bled and stored for later use. We have used both approaches in NutNet
and discuss advantages and disadvantages of each.

One main advantage of using scripts to build larger datasets from
raw data each time it is to be used is that any changes to the data con-
tent and organization, and the reasoning underlying those decisions,
can be revisited and altered if necessary. This works well when the de-
sired compiled dataset depends on choices in how the data will be sum-
marized or combined. The power of this approach was demonstrated
recently by Falster et al.’s (2015) BAAD dataset of woody plant allome-
try, especially by sharing the complete scripts used to create the dataset
from its heterogeneous sources. However, the need for decision-making
to achieve standardization when combining heterogeneous data is
greater than that needed when combining data derived from standard
methodology. Speed of assembly of the dataset is also a consideration,
given that, as the network expands with additional sites, the number
of submitted data files needed to construct the dataset grows even
faster, since previously existing sites are also contributing new data
each year (Fig. 1). Additionally, a drawback related to this approach is
that the data cannot be combined across data types, queried, or summa-
rized without creating the full dataset as a first step.
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Fig. 1. Growth of the Nutrient Network through time. Top: number of sites in the network.
Bottom: number of files (tables) needed to construct the full NutNet dataset.



E.M. Lind / Ecological Informatics 36 (2016) 231-236 233

In contrast, the second approach is to process the data making deci-
sions about standardization and quality control using scripts as above,
but storing the resulting coherent dataset as a data product that can be
updated and queried. In our case we use a relational database framework,
which maps onto the hierarchical structure of our data, and the associa-
tion of attributes at multiple levels of the hierarchy (Codd, 1970, Madin
et al., 2007, Fig. 2). The design is analogous to the type of dimensional da-
tabase used in compilations of plant trait data such as TRY (Kattge et al.,,
2011), wherein data are collected at multiple scales. The advantages of
using a relational database schema include being able to standardize
fields (creating allowable values), adding constraints on relationships,
and storing, editing, or deleting each piece of information in a single
place (Codd, 1970). In addition to growing by adding rows of existing
data types, the relational structure also allows for new data types as
they become available. Finally, the power of relational databases is the
ability to easily summarize, recombine, and reshape data to fit the various
analyses that might arise from a multidimensional project like NutNet.

Our schema (Fig. 2) is arranged to match our hierarchical experimen-
tal structure, and data associated with each level as appropriate. The spa-
tial replication of the NutNet experiments is based around sites, at which
typically three blocks contain 8-10 replicate 5 m x 5 m plots. Core data
are collected within 2 m x 2 m subplots. The data structure in the schema
likewise nests subplots as many to one within plots, plots many to one
within blocks, and blocks many to one within sites. The advantage of
this structure is the ability to easily link data at the appropriate scale.
For instance the geographic identifiers of the site (e.g., latitude and lon-
gitude) can be used to query published datasets to retrieve ancillary
data on long-term climate, monthly weather time series, models of reac-
tive nitrogen deposition, and so on. Blocks can have their own indepen-
dent geographic coordinates within sites. Plots have treatments applied
and some plot-level covariates like soil type. Data collected in each sub-
plot are stored in their own tables with year identifiers.

People

Intersection tables serve to relate entities having the possibility of
many-to-many relationships, such as primary investigators to sites
(PIs may have more than one site, and sites may have more than one
PI). A crucial advantage of storing data in a relational database instead
of assembling datasets on the fly is the use of intersection tables to han-
dle complexities of plant nomenclature and traits (discussed in more
detail below). Intersection tables allow translation of names into com-
mon entities, and allow for the reality of differences in key traits such
as provenance (native/exotic) for a single species across sites.

2.2. Standardizing submitted data to match schema and taxonomy

Creating standard submission forms and a common data structure
does not necessarily ensure a simple process when combining newly
submitted data with already-processed datasets. Newly submitted
data must be checked for concordance with both dataset structure and
existing data content. NutNet follows a scripted quality control (QC)
procedure with each newly submitted dataset. In order to import sub-
mitted data into the relational database, progressive QC benchmarks
must be met, especially with respect to new data from existing sites.
These benchmarks are as follows:

(1) submitted data use standard tables and fields

(2) incoming location (site, plot, subplot) and treatment data match
existing records

(3) incoming plant species observations match an accepted name

(4) units of data (e.g. g m~?2) are verified and match the data type.

These benchmarks can be met using scripts by importing the incom-
ing data into temporary tables in the database that can be evaluated
against the existing data. An example of such a script in pseudocode is
presented as Appendix 2. The script can be run to flag problems with
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Fig. 2. Conceptual overview of NutNet relational database schema. Boxes indicate data tables, with intersection tables in dotted outline. Table names are underlined. Lines connect tables
linked by relational keys, which are in italics. Relationships as numbers of rows in linked identities are 1:1, many to one (n:1), or one to many (1:n) as indicated.
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incoming data, or mismatches between incoming and existing records
(for instance, treatment assignments to plots).

The most challenging aspect of the data import process for organ-
ism-based survey data, such as is generated in NutNet, can be the recon-
ciliation of taxonomy of species names. Taxonomic identification is
crucial because the name given an organism serves as a link to all
other scientific knowledge about its evolution, ecology, and function
(Patterson et al., 2010). But these names also pose a significant obstacle,
as synonymy (multiple names for a single organism) and debates over
lumping and splitting entities can make it difficult to assign an organism
a permanent and consistent name (Patterson et al., 2010). Within
NutNet, many questions revolve around the importance and functional-
ity of plant biodiversity, both within sites over time and among sites in
the global network. Being able to determine even a simplistic diversity
metric like plant species richness in a plot, site, or group of sites relies
entirely on the ability to identify the number of unique plant taxa ob-
served, and thus on resolving any discrepancies or synonymy. These
arise most frequently among sites, and among sampling years within
sites.

To resolve this issue we use a standard taxonomic checklist of world-
wide vascular plants, The Plant List® (Kalwij, 2012). The checklist as-
signs each name a ranking of “Accepted”, “Synonym” or “Unresolved”
(typically indicating the name has not yet been fully assessed) accord-
ing to taxonomic experts. Names submitted to NutNet are checked
against this list using the Taxonstand package (Cayuela et al., 2012) in
R (R Core Team, 2015). Names which do not match any listing in The
Plant List are investigated case-by-case, usually for significant misspell-
ings. Names classified as unresolved are treated as accepted in our data.
For names classified as synonyms, the accepted name is treated as the
NutNet standard name, and the synonym retained as the name at the
site in which the record was observed. Once resolved, the taxon
names at a site may also change from year to year, as different or better
identification becomes available (for instance if a perennial plant is ob-
served flowering in one year, it may be more precisely or differently
identified, and thus require altering prior year's identifications in that
same permanent quadrat). The database schema (Fig. 2) is designed to
hold both pieces of information by employing an intersection table
called “Site-Taxon” in which a name used at a site is connected to a stan-
dard taxon record. In most cases the names in the standard taxon and
local site taxon records are the same, but where synonymy occurs, the
local name is retained while still allowing a single standard taxon list
to be used across the network. When summarizing data to be compared
across sites, the standard taxon names are used.

2.3. Altering and versioning

As with building datasets, a challenge for updating a database is re-
cording the process of decision-making behind changes, as well as the
execution of any changes to the data (Jones et al., 2015). With script-
based approaches and diligent commenting, a transparent record of
these decisions and actions is available. With some relational database
software (e.g. MySQL), there is also the ability to implement transac-
tional records of changes so that all alterations are stored. We use SQL
scripts to act on the NutNet database in order to alter or update data,
as required. These scripts are themselves stored in a commonly accessi-
ble folder that is regularly archived.

As data are added and altered, the entire database changes state,
making regular backups essential. Automated, regularly scheduled
snapshots of the entire NutNet database are made and stored by date.
This practice is essential for the ability to recreate analyses performed
on earlier versions of the database, as the data can be restored and que-
ried from a snapshot even after the underlying data have been amended
or altered. The alternative data-building approach of assembling from

2 http://theplantlist.org.

raw data each time also can be versioned by using programs such as
git> to store versions of the script, instead of the data. In this case, the
option exists to revert to previous versions of the script (and thus the as-
sembly process for the database).

2.4. Extending the database: Ancillary and add-on data

With many ecological projects, data outside those directly collected
by investigators can be included in modeling and analysis. In the Nutri-
ent Network a variety of data can help to predict the differential re-
sponse of plots within sites to the treatments, including long-term
climate, monthly weather, and landscape data such as distance to
roads and human population density. The relational data structure
makes it straightforward to connect any additional ancillary data by
simply adding a new data table that is related to the site table by unique
site identifier. This also facilitates recombination and summarizing
using SQL query views. A downside of storing these data within the da-
tabase structure is that as the ancillary data are created, maintained, and
updated by outside parties, regular updates or data checks are necessary
to ensure data integrity of the locally stored copies.

As the number of Nutrient Network collaborators and sites has
grown, PIs have proposed new project ideas not originally envisioned
as part of the core investigations. The relational data structure makes in-
corporating new data relatively straightforward, as long as the addition-
al data are collected at one of the existing spatial scales of the
hierarchical organization of the network (site, block, plot or subplot).
New data tables and any associated lookup tables can then be created
with links through the appropriate unique identifier for the observation
scale. One example of this is a project in which arthropods were sam-
pled from core subplots at several sites. This effort resulted in an Arthro-
pod sample table, which holds information on the taxonomic identity
(linked to a standardized look-up table), number of individuals, and
total mass of each sample.

2.5. Rearranging and recombining data; data access & sharing

The single strongest benefit of pursuing the effort needed to con-
struct and maintain a relational database structure for large-scale col-
laborative scientific networks is the ability to combine, rearrange, and
summarize data into the most desirable forms for a wide variety of anal-
yses. This is the original purpose of the SQL family of languages, and
most implementations are efficient at operating across hierarchies and
data types as well as handling large table sizes via indexing. Queries
link data through the relational structure, and hierarchical data can ei-
ther be returned in full or summarized at certain levels of the hierarchy.
For instance, a query can return each observation of plant biomass by
functional type within each plot (multiple rows of data per plot), or a
query could return the sum of these observations to give a single pro-
duction value per plot (one row per plot), or the mean of all plots within
a site can be returned (one row per site).

Each of these combinations of the data can be scripted and called as
needed so that analyses always use the most updated data version, but
can also be stored as database objects called “views”. Views are virtual
tables that are constructed from the actual tables typically based on fre-
quently used queries. In the Nutrient Network, we use views to output
standard data tables that are commonly desired for many different re-
search questions. These include a summary of all main variables by
plots within sites; a full table of biomass records; a full table of percent
cover by plant records; and a table of soil nutrient information. One
major advantage of creating views for standard data products is the abil-
ity to associate standardized metadata with these tables, to indicate the
sources of the fields used in analysis across the network (Michener et al.,
1997; Michener, 2006).

3 https://git-scm.com/.
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Ultimately the scientific output of Nutrient Network relies on model-
ing and analysis of the data in the database, which means accessing data
within other software. In practice within the Nutrient Network, auto-
mated scripts in a command line shell call views from the database
and pipe them into comma-separated files, which are stored in a com-
monly accessible online shared folder. These include the system date
in the title of the file, and older versions are archived and stored so
that there is only a single, “live” shared dataset at any one time within
the network, defined as the most recently created. Direct access to the
database itself through interfaces like the RMySQL package (Ooms et
al,, 2016) in R allows creation of data objects from an SQL query.
While this approach to obtaining data is limited by account validation
to connect to the database and the need to know the schema and SQL,
it offers a direct way to move from optimal data storage to optimal anal-
ysis software without having to use a text file or other intermediate data
format.

3. Concluding remarks

As ecologists continue to develop the power of distributed science
and long-term research to answer the most important and pressing re-
search questions, data management practices will determine whether
the expense and effort of these collaborations result in usable data, pub-
lishable results, and solid inference. In the Nutrient Network, we have
adopted a relational database schema and associated processes that re-
sultin a standardized, coherent, versioned, tracked dataset that can flex-
ibly change to incorporate each new site and year of data collection. [
recognize that there are many methodologies for assembling and man-
aging data from distributed networks, and the processes detailed here
may not be appropriate for all cases. However, for efficient hierarchical
data storage, the ability to reconcile and store alternative taxonomies,
and the ease of recombining and summarizing data, the relational data
storage approach has performed well for the Nutrient Network. I
strongly advocate for the use of this approach and management of
data via a scripted language and believe that this approach can serve
as a model for storage and access of high quality data for emerging dis-
tributed ecological efforts.
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